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Mixed valence of a delocalized system:
a resonance Raman study of the
tetracyanoquinodimethane radical anion
Ryan M. Hoekstraa, Jeffrey I. Zinka, João P. Telob and Stephen F. Nelsenc*
The optical absorption spectrum and resonance Ra
KR7,7,8,8-tetracyanoquinodimethaneS (TCNQ) are re
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man enhancement of the lowest energy absorption band of
ported and examined in the mixed valence (MV) framework. The

absorption spectrum is assigned, in accordance with previous work, using Koopmans-based calculations and the
neighboring orbital model is constructed from the adiabatic orbital energies. Calculated fits of the lowest energy
absorption band and the corresponding resonance Raman enhancement profiles are made using the time-dependent
theory of spectroscopy. Copyright � 2009 John Wiley & Sons, Ltd.
Supporting information may be found in the online versi
on of this article.
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INTRODUCTION

Ground state mixed valence (MV) is a familiar concept that was
developed by inorganic chemists in the 1960s.[1–3] In the simplest
case, two charge-bearing units (M) consisting of a metal center
are connected by a bridging divalent ligand (B) and the oxidation
level is odd, so that the charges on the M groups might be
different. When the charges are different, it is called a Robin–Day
Class II system,[1] and may usefully be considered to be
represented as Mn–B–MnW 1. They are the most revealing
electron transfer (ET) systems known because of Hush’s
remarkably simple method for extracting both the reorganization
energy, l (which is the energy of the charge-transfer band
maximum, nmax), and the electronic coupling, Vab, in the two-state
model that Marcus introduced for ET reactions,[4,5] which allows
calculating the barrier for ET and hence the rate constant.[5]

Metal-centered examples have such low barriers that the rate
constants for ET within MV compounds for which the charge
transfer band is intense enough to measure accurately have not
been determined. Nelsen and coworkers used the large
reorganization energies of dinitrogen organic charge-bearing
units to measure rate constants for all-organic examples of Class
II MV compounds using electron spin resonance, demonstrating
that Hush’s method for extracting Vab is as accurate since the
electron-transfer distance can be estimated.[6,7] When Vab
exceeds l/2, the barrier to ET disappears, the system becomes
charge-delocalized, and is called a Robin–Day Class III system. If
the two-state model is applied unaltered to the low energy band
observed for a Class III compound,nmax � 2Vab, as first pointed out
by Creutz,[8] and has been extensively applied by many workers
to the lowest energy intense absorption band for Class III MV
systems,[9–12] and is also employed in the Generalized Mulli-
ken–Hush theory of Cave and Newton.[13,14] As has been well
known for many years, the transition that people have called
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an MV one for Class III compounds is between molecular orbitals
(MOs) of different symmetry. This means that they cannot be
related to each other by a single electronic coupling; orbitals of
different symmetry do not split each other. The simplest model
that could possibly give realistic transitions involves four states
and two electronic couplings, which we described as the
neighboring orbital model.[21,15,16] The ground state of Class III
compounds has a single minimum, and equal charges on the
charge-bearing units, but the diabatic surfaces for the excited
state could be represented by a Marcus–Hush diagram (Fig. 1)
because either charge-bearing unit could donate charge to (as in
diarylhydrazine radical cations)[17–20] or accept charge from the
bridge (as in dinitroaromatic radical anions[21] and the radical
anion case we discuss here).
This work concerns 7,7,8,8-tetracyanoquinodimethane (TCNQ)

first published by workers from DuPont in 1962.[22] The radical
anion salts of this electron-accepting molecule show a wide
range of interesting electronic and magnetic properties. Metal
1�� salts display electric conductivity in a wide range of
temperatures[23,24] and the TTF�þ—1�� charge-transfer salt
John Wiley & Sons, Ltd.



Figure 1. Cartoon representation of a Class III MV compound which has

a large enough effective electronic coupling between the diabatic sur-

faces (dashed lines) to produce single minimum surfaces for the split

excited state adiabats (shown as solid lines)

TETRACYANOQUINODIMETHANE RADICAL ANION
(where TTF stands for tetrathiafulvalene) was the first fully
organic ‘metal’ conductor reported, showing metallic behavior
down to 54 K.[25] The decamethyl-ferrocenium-1�� charge-
transfer salt orders as a metamagnet below 2.55 K,[26,27] and
the magnetic properties of numerous other 1�� salts have been
examined.[28,29] Molecular diads having 1 and TTF linked with
covalent bridges are being studied for applications in the field of
molecular electronics.[30] We chose 1�� for a resonance Raman
study because it has the best resolved optical spectrum of the 10
p-phenylene-bridged Class III MV compounds studied.[31] Prior
Raman studies of 1�� have been published,[32–34] but it was not
discussed previously as a MV compound.
Figure 2. Absorption spectrum of Kþ1�� in butyronitrile at 77 K 5
NUMERICAL METHODS

Calculation of the absorption spectrum

The fundamental equation for the calculation of the absorption
spectrum in the time-dependent theory of spectroscopy is[35]

IðvÞ ¼ Cv

Zþ1

�1

expðivtÞ < FjFðtÞ > expð�G2t2 þ iE0
h
tÞ

� �
dt

(1)

with I(v) as the absorption intensity at frequency v, E0 the energy
of the electronic transition at the origin, and G is a
phenomenological damping factor that accounts for relaxation
into other vibrational modes of the molecule and to the
‘bath’.[36–38] The autocorrelation function keeps track of how the
wavepacket F develops in time on the excited state potential
surface; this surface is treated as being uncoupled from other
excited states.[39–43] The total autocorrelation function in a
system with K orthogonal coordinates is given as

< FjFðtÞ >¼
YK
k¼1

< ’k j’kðtÞ > (2)
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where wk is the wavepacket associated with the one-dimensional
vector k (k¼ 1,2,. . .,K ). The wavepacket wk is prepared on the
excited state surface by a vertical transition of the lowest energy
eigenfunction of the ground state associated with the vector k.
Calculation of the resonance Raman enhancement profile

The Raman scattering cross section is given by[36–48]

afi ¼
i

�h

Z1

0

< ’f j’ðtÞ > exp½iðvi þ vIÞt � Gt�dt (3)

where wf is the final vibrational state on the excited state
associated with the vertical transition of the particular ground
state eigenfunction, w(t) is the time-dependent wavepacket
propagated on the excited state surface by the time-dependent
Hamiltonian where the t¼ 0wavepacket is defined by the vertical
transition of the lowest energy eigenfunction of the ground state
surface, G is a phenomenological damping function and £vi is the
zero point energy of the ground state surface, and £vI is the
energy of the incident photon. The resonance Raman enhance-
ment profile for a particular mode f is given as

Ii!f / vIv
3
S ½afi �2 (4)

where £vS is the frequency of the scattered photon.
RESULTS

We prepared Kþ1�� by the published method.[49] Its absorption
spectrum in glassy butyronitrile at 77 K is shown in Fig. 2. The
band at 11 751 cm�1 is the A1 band, and that at 22 990 cm�1 is
dominated by the B2 band; the B1 band is calculated to be quite
weak and is not resolved.[31] Both bands show vibrational fine
structure.
The most enhanced resonance Raman modes of the lowest

energy band of Kþ1�� in a KNO3 salt pellet are reported in Table 1.
The absorption spectrum in a KBr salt pellet, a similar
environment as KNO3, shows no vibrational fine structure and
shows a maximum absorbance at 16 500 cm�1, close to where
the greatest Raman enhancement is observed. Modes at 727 and
980 cm�1 are more weakly resonantly enhanced in the Raman
profiles, but their distortions were not reliably obtained. The
distortions (D) are calculated by simultaneously fitting the
absorption and the Raman enhancement profiles shown in Fig. 3
using Eqns (1)–(4), which are derived from the time-dependent
Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 1. Resonantly enhanced Ramanmodes (vg.s.) of K
þ1��,

in a solid KNO3 pellet, in the lowest energy A1 transition

vg.s. ve.s. D l Assignment

342 315 0.35 21 Molecular breathing
612 590 0.16 8 p-Phenylene breathing
1203 1150 0.16 15 C–N stretch
1393 1250 0.27 51 C——C quinonoid stretch
1608 1590 0.26 54 C——C ring stretch
2215 2000 0.01 0.1 C——N stretch

The excited state frequency (ve.s.) is determined from the
absorption spectrum. The ground and excited state frequen-
cies are used to calculate the distortions. The frequencies and
reorganization energy are reported in cm�1.

Figure 3. Resonance Raman enhancement profiles and calculated fits of

the A1 transition for the four most enhanced modes of Kþ1�� in a KNO3

pellet G¼ 900 cm�1. The other modes give similar plots

Figure 4. Neighboring orbital diagram for 1��. Benzene MOs positioned

at the energy of their non-interacting e component in 1�� are used to

represent the diabatic orbitals of the p-phenylene bridge, and �C (CN)2
HOMOs are used to represent the diabatic orbitals of the charge-bearing
units, which are placed at an arbitrary energy. The intervalence transition

is labeled as A1 (HOMO to SOMO). The excited state mixed valence

transition has a dipole allowed and dipole forbidden transition corre-
sponding to the B2 (SOMO to LUMOþ 2) and HOMO to LUMOþ 2

transitions, respectively
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theory of spectroscopy. The distortions can be interpreted as
mode specific reorganization energies (l¼½D2vg.s.). The most
distorted mode at 342 cm�1 corresponds to a molecular
stretching mode along the M, M axis, the same axis as the
polarization of light allowing the electronic transition. The two
modes with the highest reorganization energy at 1608 and
1392 cm�1 are assigned as the aryl ring stretching and quinonoid
stretching frequencies, as in previous work.[33,49]
DISCUSSION

A neighboring orbital diagram[16] that shows the relative energies
of the adiabatic orbitals for 1�� calculated using the Koopmans-
based method[21,31,50] for the (U)B3LYP/6-31G* calculation at D2h

symmetry is shown in Fig. 4. Filled, singly occupied, and unfilled
MO energies calculated for open-shell species like MV com-
pounds cannot be directly compared because the orbital
occupancies are different, which changes their energies relative
to each other by several electron volts.[50] However, the filled
orbital MO energy differences for a dianion calculated at the
geometry of the radical anion 1�� are close to the transition
energies for the Type A transitions (the allowed A1 band is
www.interscience.wiley.com/journal/poc Copyright � 2009 John
calculated at 12 150 cm�1, only 400 cm�1 too high) and the
virtual orbital energy differences for the neutral calculated at the
geometry of the radical anion are close to the energies for
the Type B transitions (the allowed B2 band is calculated at
27 090 cm�1, �4 100 cm�1 high). Type An+1 transitions refer to
transitions from HOMO� n to SOMO, type Bn+1 transition refer to
transitions from the SOMO to LUMOþ n. Errors become larger as
transition energies increase, and other types of transitions than
Type A and B become more important.[50] We know of no way
other than the Koopmans-based method to obtain reasonable
estimates of the energy gaps between MOs with different
numbers of electrons in them, which are necessary to draw Fig. 4
and to implement the neighboring orbital method. TD-DFT
calculations are designed to give transition energies, and include
the effects of configuration interaction on the transition
energies.[51–53] Even so, they are significantly further from the
experimental transition energies (which obviously include
configuration interaction effects), being 2 470 cm�1 high for
Wiley & Sons, Ltd. J. Phys. Org. Chem. 2009, 22 522–526



Figure 5. Experimental absorption profile for the lowest energy band
1�� in butyronitrile at 77 K and calculated fit using the data of Table 1 with

G¼ 66 cm�1

TETRACYANOQUINODIMETHANE RADICAL ANION
the A1 band and 3 980 cm�1 for the B2 band of 1�� than the
Koopmans-based method, which does not. Far more expensive
CAS-SCF calculations are considerably better for the transition
energies but include configuration interaction effects, so they are
not the relative adiabatic orbital energy differences desired for a
neighboring orbital diagram.[33]

The A1 transition is assigned as the intervalence or ground
state MV transition; in the diabatic picture this corresponds to
moving the odd electron from one of the M groups to the other.
The B2 transition is the dipole allowed transition in the excited
state MV system; the HOMO to LUMOþ 2 transition is the dipole
forbidden transition in the excited stated MV system and cannot
be unambiguously assigned in the experimental absorption
spectrum. In the diabatic picture both of these transitions
correspond tomoving the odd electron from one of theM groups
to the bridging group. The energy difference between the dipole
allowed and forbidden components of the ESMV system is equal
to the energy of the intervalence transition in the model.
We note that the highest reorganization energy bands in

Table 1 correspond to the 1608 and 1392 cm�1 modes, which is
consistent with a formal bond order changes from 2 to 1 between
the symmetric HOMO and the anti-symmetric SOMO that are
involved in the transition studied (Fig. 4). The experimental and
calculated absorption spectra are compared in Fig. 5. The
calculated absorption spectrum gives the excited state frequen-
cies while the ground state frequencies are determined by
Raman spectroscopy, both of which as well as the distortions are
assumed to be identical for the two solvents used in collecting
the spectra.[32] The value of the damping function however must
still be different as the spectra are collected at vastly different
temperatures. The energy of the electronic transition at the origin
is also different for the two solvents being 11 751 cm�1 in
butyronitrile and 16 000 cm�1 in KNO3.
5

CONCLUSIONS

The optical spectrum of 1�� is most easily understood using the
neighboring orbital diagram of Fig. 4. Although 1�� is a Class
III MV compound, its lowest energy bandmaximum should not be
interpreted as 2Vab. The observed transitionmust be described by
a minimum of four interacting diabatic surfaces at three different
energies and two electronic coupling; as indicated by the
neighboring orbital model. The vibrational fine structure of the
first band is rather well calculated using resonance Raman data.
J. Phys. Org. Chem. 2009, 22 522–526 Copyright � 2009 John Wiley &
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